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Abstract. Input modelling is a complex task within the Monte Carlo simulation, especially when the
systems and processes under investigation reveal the non-linear behavior of several interdependent
variables. Commonly used approaches for Monte Carlo simulation input modelling include selecting
probability distributions and fitting them to existing data; resampling random variates from historical
data; and using real-world data as an input model, which in the age of big data becomes more feasi-
ble. Each of the approaches comes with its own set of drawbacks. This note aims to describe a new
method of input modelling for GDP Monte Carlo simulation based on interpolation of the GDP historical
records. Also, this method has been implemented as a publicly available online tool using the Microsoft
Azure Machine Learning Studio. A similar approach can be applied to other macroeconomic indicators,
e.g., consumer price index (inflation) or current employment statistics. This note is intended for econo-
mists, data scientists, and operations research analysts interested in the GDP Monte Carlo simulation. It
can also be used by academics, researchers, and practitioners in a broad subject area for generating
input data for Monte Carlo simulation. Specifically, it can be of interest for Ph.D. candidates (VAC spe-
cialty 5.2.6) performing development of theory and methods of decision-making in economic and social
systems, and application of artificial intelligence and big data methods in management.
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OPUTMHAJIbHAA CTATbA

UCMNOJIbBOBAHUE MUHTEPNOAAUMKM 0N TEHEPALUM BXOAOHbIX AOAHHbIX [NPU
MOZEJ/IMPOBAHUU BANIOBOIO BHYTPEHHEIO NPOAYKTA METOAOM MOHTE-KAPJ10

A.M. boukapeB, ®1HaHCOBbIN yHUBepcuTeT npu MpaeutenscTBe Poccuiickoit ®eaepaumm, Mockea, Poccusa

AHHOTauus. MoaenmpoBaHMe BXOAHbIX AaHHbIX SBASETCA CIOXHOM 3a4a4en nNpu UCNosb30BaHUU MeToaa
MoHTe-Kapno, ocobeHHO Koraa uccnegyemblie CUCTEMbI M NMPOLLECChl XapaKTEPU3YTCS HENIMHENHBIM MO-
BeJEeHWEM HECKONbKMX B3aUMO3aBUCUMBbIX NepeMeHHbIX. O6bIYHO MCMOb3yeMble NOAXOAbl K MOAENNpOo-
BaHMIO BXOAHbIX AAaHHbIX MeTOAO0M MoHTe-Kapno BKIOYaloT: BbIGOP pacnpeseneHnin BepoSTHOCTEN U UX
NOAFOHKY K CYLLEeCTBYHOLMM AAHHbIM; MOBTOPHYIO BbIGOPKY C/ly4aliHbIX BENUUYMH U3 UCTOPUYECKUX OAHHDBIX;
MCMNONb30BaHME peasibHbIX AAHHbIX B Ka4eCTBE BXOAHOW MOAENU, YTO B 3NOXY 6OMbLUMX AAHHbIX CTaHO-
BUTCS Bonee OCywWwecTBMMbIM. Kaxkablli U3 NOoAX040B MMeeT CBOM Habop HenoCTaTkoB. Llenb 3Toi ctatbn
COCTOUT B TOM, YTOBbl ONNCAaTb HOBbI METOA MOAEIMPOBAaHUS BXOAHbIX AaHHbIX Npy MoaennposaHum BBl
no Metoay MoHTe-Kapno, OCHOBaHHbIV Ha MHTEPNOASUMU UCTOPUYECKUX AaHHbIX O BBI. MNoka3aHo, 4To
3TOT MeToA, MOXeT ObITb peasn3oBaH C MOMOLLbIO O6LLEeA0CTYNHOrO0 OHAAMH-UHCTPYMEHTa C UCMO/b30Ba-
Huem CTyamm MalwmHHOro obyyeHus (Machine Learning Studio) Microsoft Azure. AHanorMyHbI NOAXOA,
MOXET 6bITb MPUMEHEH OS89 UCCNeA0BaHUSA OPYrMX MakKpO3KOHOMUYECKMX MOKasaTenen, Hanpumep, UH-
[ekca noTpebutenbckmx LeH (MHDASUNS) MM TEKYLEN CTaTUCTUKM 3aHATOCTU. ITa CTaTbsl NpeaHa3HavyeHa
0N 3KOHOMUCTOB, CMELMANNCTOB NO AAHHLIM U aHa/IMTUKOB MO UCCENO0BaHUIO Onepauuii, 3anHTepeco-
BaHHbIX B MoaenupoBaHun BBIN meToaom MoHTe-Kapno. OHa Takxe MOXET MCNoNb30BaTbCs nccienosarte-
NEIMU 1 MpaKTUKaMK B LUMPOKOW NpeaMeTHOM 061acTu N1 Co30aHUS BXOAHbIX AAaHHBIX MPpY MOAENNpoBa-
HUM MeToaoM MoHTe-Kapno. B 4acTHOCTW, pe3ynbTaTbl MOTYT NPeAcTaBnsATb MHTEPEC A1 acnMpaHTOB (cre-
umanbHocTb BAK 5.2.6), 3aHMMatoWmMXCca pa3paboTKom TeOpUn U METOA0B NMPUHSATUS peLleHUin B IKOHOMU-
YECKUX U COoLMalbHbIX CUCTEMAX, @ TAKXKE MPUMEHEHNEM METOA0B UCKYCCTBEHHOMO MHTENNEKTa 1 6OMbLUMX
[AHHbIX B YyNpaBieHUMN.

KntoueBble cnoBa: BasiOBOM BHYTPEHHUN MPOAYKT, MOAENUPOBaHUE BXOAHbIX AAHHbIX, UHTEPRONALMS, Ma-
LWMHHOEe 0byyeHue, MeToa MoHTe-Kapno, MmogenvpoBaHue
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BnarogapHOCTb. B3rnsapbl, MHEHUSI U BbIBOAbI, U3/TOXKEHHbIE B JAHHOM paboTe, NPpUHAAIexXaT aBTopy U He
06513aTe/IbHO COBMAJatOT C MHEHWEM E€ro HbIHELIHUX UK BbIBLUMX paboToaaTene.

Ansa uutupoBaHus: Botchkarev AM. Using Interpolation for Generating Input Data for the Gross Domestic Product Monte
Carlo Simulation // BENEFICIUM. 2023. Vol. 4(49). Pp. 33-37. (Ha aHrn.). DOI: 10.34680/BENEFICIUM.2023.4(49).33-37

Introduction

Macroeconomic indicators are considered vital
signs in the diagnostics of nations’ health. Signifi-
cant efforts have been invested in preparing data
and calculating macroeconomic indicators such as
Gross Domestic Product, Consumer Price Index (In-
flation), Current Employment Statistics (CES), Inter-
est Rate, etc. The business communities and govern-
ments keenly expect the publication of the newly
calculated set of measures and use them as evi-
dence in making far-reaching economic decisions.
Of all fundamental macroeconomic indicators, Gross
Domestic Product (GDP), probably, gets the most at-
tention [1-4]. Over the years, scholars have formed a
significant body of knowledge on a broad range of
GDP-related research topics, e.g., predicting risks to
economic growth measured through GDP [5], the re-
lationship between economic growth and resource
use (materials and energy) and greenhouse gas
emissions [6], the impact of oil prices on GDP growth
[7], the potential impact of COVID-19 on GDP [8], the
long-run relationship between stock prices and GDP
[9], etc.

Monte Carlo (MC) simulation is a well-known
method of scientific analysis that includes a wide
range of stochastic techniques used to quantita-
tively evaluate the behavior of complex systems or
processes. This method has many applications in
economics and finance, in general (e.g., [10-14]) and
in GDP-related research, in particular (e.g., [15-17]).
Conceptually, the structure of most MC experiments
can be considered to include three components:

a) generating input data to model uncertainty;

b) randomly sampling through multiple repeat-
edruns (simulations) of systems’ or processes’
models (simulation logic);

C) quantitatively evaluating the characteristics
ofthe model outputs (e.g., [11, 18, 19]).

This note is focused on modelling input data for
MC simulation. A recent review of the input model-
ling for MC simulation identifies several most used
approaches:

a) selecting probability distributions and fitting

them to existing data;

b) resampling random variates from historical
data;

C) using real-world data as an input model,
which in the age of big data becomes more
feasible [20].

Each of the approaches comes with its own set of
challenges, e.g., errors in selecting probability distri-
butions and their parameters or insufficient volume
of historical data. Misspecification of the input mod-
els may lead to errors in evaluating system outputs.
Similar challenges are inherent to the MC simulation
related to GDP research.

The purpose of this note is to describe a new
method of input modelling for GDP MC simulation
based on interpolation of the GDP historical records.
Also, this method has been implemented as a tool
using Microsoft Azure Machine Learning Studio,
which is available in open access.

Several methodologies were used to achieve the
research objective: identification of related peer-re-
viewed papers, critical literature review, critical
thinking, and inductive reasoning.

This note is intended for economists, data scien-
tists, and operations research analysts interested in
the GDP Monte Carlo simulation. It can also be used
by academics, researchers, and practitioners in a
broad subject area for generating input data for
Monte Carlo simulation.

For decades, academics have acknowledged the
importance of input modelling (sometimes called
input uncertainty or input model risk) in developing
simulation models. It has gained increased atten-
tion in recent years. Recent literature reviews testify
to this point (e.g., [18, 20]). Most of the reviewed pa-
pers are concerned with selecting probability distri-
butions and adjusting their parameters to fit the sto-
chastic behavior of real systems. The lack of
knowledge about true systems and processes chal-
lenges this approach. Also, to simplify analytical de-
scriptions and reduce the computational burden, se-
lected probability distributions are often limited to
the most common ones, such as normal, exponen-
tial or Weibull. Additionally, when a simulation sce-
nario involves several variables, users of this ap-
proach tend to consider random variables as inde-
pendent and identically distributed. Such simplifica-
tions contribute to input uncertainty and require se-
rious validation. For many scenarios, the above sim-
plifications are not possible, and input models must
encompass multivariate, time-dependent, or inter-
dependent (e.g., correlated) variables, leading to
more complex input models with joint probability
distributions (e.g., [21, 22]).

The volume of academic literature on using his-
torical data as input for MC simulation is relatively
low. For example, Shuanglong, et al. [23] used MC
simulation based on historical data to forecast the
charging load of electrical vehicles orJeon and Hong
[24] forecasted traffic speed on roads using histori-
cal big data. It can be noted that in both cited pa-
pers, historical data has been augmented using dif-
ferent pre-processing methods: in the former case, a
filtering algorithm was used to find and remove data
outliers, and in the latter case, transactional data
were combined with data on the growth of the num-
ber of electric vehicles. An obvious advantage of the
MC simulation using historical data is that there is
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no need to build probability distributions and make
related assumptions. Although, historical data may
not be available in the volumes required for simula-
tion.

The method proposed in this note is based on in-
terpolation - a statistical technique that is widely
used in many different fields, such as economics, fi-
nance, mathematics, computer science, etc. A recent
review by Lepot, Aubin & Clemens [25] provides the
state-of-the-art in this area. The implementation of
the proposed method is performed in the Microsoft
Azure Machine Learning (ML) Studio. The literature
review confirmed that ML methods have been effec-
tively used for interpolation of spatio-temporal ob-
servations in various research disciplines, e.g., to im-
prove the seismic exploration by using support vec-
tor regression (SVR) for reconstructing seismic data
from under-sampled or missing traces [26]; to en-
hance the database of wind components for clima-
tological research by using neural networks and
support vector machine [27]; to provide accurate
monthly air temperature for biodiversity and ecosys-
tem research by using a variety of methods, e.g.,
neural networks, support vector machine, k-nearest
neighbours, random forest, etc. [28]; in material sci-
ence, to develop enhanced materials by predicting
their physical properties by using Gaussian process
regression [29]; to support criminal justice decision
makers to predict crime using kernel density estima-
tion with Twitter-driven predictive analytics [30].

Results and Discussion

The proposed method of preparing input data in-
volves an MC simulation scenario, which requires
GDP data and GDP components data. The US official
GDP data are published quarterly by the Bureau of
Economic Analysis (BEA) of the US Ministry of Com-
merce (www.bea.gov). Using the expenditure
method, GDP is calculated as a sum of its major com-
ponents: consumption, investment, government
spending and net exports. The analysis of the major
components as variables should consider their rela-
tionships (e.g., correlation, interdependences),
which makes the development of the joint probabil-
ity distribution a very complex and error-prone task
(e.g., [31, 32]).

As it was mentioned, the use of historical data
has been acknowledged in academic literature as a
convenient alternative approach to input modelling
for MC simulation. However, in many scenarios, the
availability of historical data becomes a Limiting fac-
tor in using this approach or totally excludes its ap-
plication. MC simulation of the GDP-related pro-
cesses is one of these scenarios. Being published
quarterly, the data on GDP and its major components
yield only a couple of hundred data points for a pe-
riod of over 60 years (e.g., 262 points for a period
from 194701 to 2012Q2). The low volume of GDP
data prohibits the direct use of this approach.

To resolve the problem of lack of data, the pro-
posed method suggests the interpolation of the

historical data time series to produce additional
points. Interpolation is a statistical method of con-
structing new data points within the range of a dis-
crete set of known data points obtained by observa-
tion, sampling, or experimentation [33]. There are
many mathematical techniques to realize interpola-
tion, e.g., nearest-neighbor interpolation, polyno-
mial interpolation (including Llinear, cubic, and
spline), methods based on distance weighting, re-
gression methods, machine learning methods, etc.
[25]. There are no preferences which specific tech-
nique to select for preparing input data. From the
proposed method’s perspective, all techniques per-
form a common function: producing one or more ad-
ditional points between the existing points. For ex-
ample, for linear interpolation, additional points will
be located on a straight line that passes through
each pair of existing adjacent points. With a spline
interpolation, a straight line is replaced by a curved
pattern.

One interpolation parameter must be estab-
lished to use the method - the number of additional
points generated between each pair of the existing
points. This parameter should be set depending on
the size of the interpolated data set needed for the
MC simulation experiment. Methods of evaluating
the number of iterations and output accuracy have
been established in the literature, e.g. [34, 35]. For
the GDP-related simulations, we suggest setting this
parameter to 99. This choice can be explained on an
intuitive level. The existing GDP data are published
quarterly. Adding 99 points between each pair of the
existing points would allow viewing the resulting
data set as an approximately daily representation of
the GDP values and its major components. In this
case, the initial data set of 262 points (in the exam-
ple above) will yield a total number of 26.201 data
points available for simulation. This volume of data
will be sufficient for certain experiments.

A tool has been developed to implement the
method proposed in Section 3. The tool has been re-
alized as an experiment in MS Azure Machine Learn-
ing Studio and is publicly available online as part of
the Azure Artificial Intelligence Gallery [36].

The overall structure of the experiment includes
two data input modules, three modules with R script
and two data output modules.

The first input data module contains a sample
data set taken from the U.S. Bureau of Economic
Analysis [37] publication on Gross Domestic Product
(GDP) and its major components. The data set in-
cludes the following columns: index, GDP, Consump-
tion (personal consumption expenditures), Invest-
ment (gross private domestic investment), Govern-
ment (government consumption expenditures and
gross investment), Exports (exports of goods and
services) and Imports (imports of goods and ser-
vices). Time series represent quarterly US GDP and
its major components from 194701 to 2012Q2. A to-
tal of 262 data points for each variable. The second
input data module is used for preparing
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placeholders for the interpolated data points. This
data set has seven (7) columns (as the main data set)
and 99 rows.

The data from the input modules are transferred
to the Execute R Script module, which performs data
set preparation for interpolation by inserting addi-
tional placeholder rows after each row of the main
data set. Pre-processed data set is routed in parallel
toward two modules. The first of them performs lin-
ear interpolation using the na.approx() function of
the R zoo package, and the second module performs
cubic spline interpolation using the na.spline() func-
tion of the R zoo package [38]. The results of the ex-
periment are stored in two modules and available
for download as .csv data sets. Each output data set
(one with linear and one with cubic spline interpo-
lation) has seven (7) columns (according to the main
input data set) with 26.201 data points in each col-
umn.

Conclusion

The proposed method of using interpolation of
the GDP historical records as a technique to gener-
ate input data for the GDP-related MC simulation
contributes to scientific knowledge by facilitating
research experiments and allowing to avoid difficul-
ties inherent to the approach of building joint prob-
ability distributions.

The practical contribution of the note is that the
realization of the proposed method is publicly avail-
able online in the MS Azure Machine Learning Studio
as part of the Azure Artificial Intelligence Gallery.
Researchers and practitioners can either use this
tool as is and download the stored data set or adjust
the settings as needed for their own experiments.

Being based on historical data, the proposed
method rests on the understanding that the current
or future processes will be statistically similar to the
past ones. The method has been illustrated by the
US GDP numbers. Any generalizations of the results
to other countries should be made with due dili-
gence. Although it has been demonstrated that the
proposed method increased the volume of the avail-
able data from several hundred to tens of thousands
of data points, the new volume may be not sufficient
for some simulation experiments and validation of
the required number of MC iterations need to be per-
formed for each experiment.

This paper has focused on the GDP-related area.
Future efforts can apply a similar approach to other
macroeconomic indicators, e.g., Consumer Price In-
dex (Inflation), Current Employment Statistics (CES),
etc.
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